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1. General Introduction  

 Nature always inspires researchers for the development of novel materials useful 

for mankind. As a consequence, there are ongoing attempts to design and develop 

invaluable materials in the form of natural products,1 clinically approved drugs,2 

nanomaterials,3 and electronic devices.4 However, the synthesis of such novel, 

structurally-exquisite compounds/molecules is quite challenging, where every group 

and atom has a precise destination within a targeted framework. Owing to the depth 

knowledge of the reaction systems, researchers are trying to take precise control over 

material synthesis and their reactivity and attempting to construct complex compounds 

of desired dimensionalities.5 Linus Pauling has successfully exploited the nature of 

covalent bonding in the 1930s,6 but still, chemists are unable to take control on the 

interactions of reactant molecules. It has been explored that the biological systems are 

capable of influencing molecules and building more complex molecules by exerting 

dynamic control over non-covalent interactions with  definite precision.7 To explore and 

visualize the interplay of non-covalent interactions in the self assembly processes during 

molecular association, a new discipline named Supramolecular Chemistry has emerged 

along with the development of a wide number of sub-branches including molecular 

recognition, host-guest chemistry and self-assembly processes. 

 

1.1 Supramolecular Chemistry 

 Supramolecular chemistry can be defined as “the chemistry of the intermolecular 

bonds, covering the structures and functions of the entities formed by association of two 

or more chemical species”, or more colloquially as “chemistry beyond the molecules”.8 

 Supramolecular chemistry has emerged as a fast growing research area in 

chemistry, covering a wide range of research fields starting from biological chemistry to 

material science, and from synthesis to spectroscopic studies.9 
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 Supramolecular chemistry focuses on the reversible “intermolecular bond”, aims 

at controlling the non-covalent intermolecular forces (Figure 1.1) responsible for the 

“association of two or more chemical species”10 for the construction of interesting 

complex compounds with organized architectures. 

 

 

Figure 1.1 Molecular and supramolecular chemistry. 

 

1.2 Non-covalent Interactions 

 The non-covalent interactions include a large number of molecular interactions 

that include metal-ligand (M-L) coordination, hydrogen-bonding, π-donor-π-acceptor 

interactions and van der Waals interactions (Figure 1.2). The strength and directionality 

of these interactions are quite different ranging from a few hundred kilojoules per mole 

for the strongest interactions (typically ~200 kJmol-1 for M-L coordination bonds) to a 

few kilojoules per mole for the weakest ones (2-25 kJmol-1 for hydrogen bonds or π-π 

interactions). The reversible character of these interactions makes it challenging and 

difficult to gain control over the forces responsible for the formation of the complex 

systems. However, because of the thermodynamic control of such interactions, 

supramolecular entities possess the capability of “self correction”.11 
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Figure 1.2(a) Hydrogen-bond, (b) π–π, (c) C–H···π and (d) cation–π interactions. 

 

1.2.1 Hydrogen Bonding 

 Hydrogen bonds (H-bonds) are considered to be the most widespread elemental 

supramolecular forces experienced in nature.12 They are simply the attractive interaction 

between the hydrogen atom attached to an electronegative atom (termed as the hydrogen 

bond donor, D) and an atom or a group of atoms in the same or a different molecule 

(termed as hydrogen bond acceptor, A).13 Typical hydrogen bonds may be depicted as 

X–H∙∙∙Y–Z, where the three dots denote the hydrogen bond, X is the hydrogen bond 

donor atom/group. The acceptor may be an atom or an anion Y, or a fragment or a 

molecule Y–Z, where Y is bonded to Z. Depending on the electrostatic interactions 

between atoms or groups of atoms from a different molecule or belonging to the same 

molecule, hydrogen bonds are classified as intermolecular and intramolecular hydrogen 

bond respectively.14 The bond energy associated with these bonds are found to be 

stronger than that of other usual intermolecular interactions, however they are fairly 

weak compared to covalent bonds. Various factors such as the electronegativities of the 

donor and acceptor atoms,  pressure, temperature, bond angle, bond distance and the 

overall chemical environment influence the strength of hydrogen bonds.15 Hydrogen 
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bonds are directional and reversible interactions whose energy usually ranges from 4-40 

kcalmol-1.16 The shorter hydrogen-acceptor (H-A) distance indicates the presence of 

stronger hydrogen bond whereas the deviation of D–H∙∙∙A angle from ideal conditions 

(tends towards 180°) makes the interaction much weaker.17 The weak nature of C–H∙∙∙O 

hydrogen bonds can be corroborated by the commonly observed smaller angles that is 

usually as low as 120°.  

 Different conformations of the hydrogen bonding interactions also play crucial 

role in their bond strength. The most common conformations viz. simple, bifurcated, 

trifurcated, bridge, cyclic and cyclic dimer are depicted in Figure 1.3. 

 

 

Figure 1.3 Most common conformations for hydrogen bonding interactions. 

 

Table 1.1 Classification of hydrogen bonds according to their strength and geometric 
parameters. 

Properties Strong Moderate Weak 

D‒H∙∙∙A interaction Important covalent 
component 

Mainly electrostatic van der Waals 

Bond length D‒H ~ H∙∙∙A D‒H < H∙∙∙A D‒H << H∙∙∙A 
H∙∙∙A (Å) ~ 1.2-1.5 ~ 1.5 - 2.0 ~ 2.0 - 3.0 
D∙∙∙A (Å) 2.2-2.5 2.5 - 3.2 3.0 - 4.0 
Bond angles (º) 175-180 130 - 180 90 - 150 
Bond energy (kcalmol-1) 14-40 4 -15 <4 
Relative IR shift (cm-1) 25 10 - 25 <10 
1H NMR Chemical shift (ppm) 14-22 <14 ---- 
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 As a function of bond distances and bond angles, H-bonds can be classified as 

strong, moderate and weak.18 Table 1.1 represents the classification of H-bonds along 

with various parameters. Although H-bonds are the simplest and weak non-covalent 

interactions in molecular assemblies, such bonds can play crucial role in the 

stabilization of supramolecular network architectures when participate in large 

numbers.19 

 Detailed experimental and theoretical analysis of H-bonding interactions reveals 

three different kinds of H-bonds viz. typical conventional H-bonds (designated as 

D−H∙∙∙A) with the positive charge on H-atom; inverse (or hydride) bonds where a 

negatively charged hydrogen atom is situated between electropositive atoms; and 

dihydrogen bonds (DHBs) D−H···H−A containing both protic and hydric H-atoms.20 It 

is reported in the literature that the properties of DHBs do not differ much from typical 

conventional H-bonds and the formation of DHBs usually causes changes similar to 

those of conventional hydrogen bonds.  

 The non-covalent hydrogen bond has a great importance in biological systems. 

They play prominent role in the formation and stabilization of 3D structures of proteins 

and nucleic acids.21 In biological macromolecules, the coupling between different parts 

of the macromolecule via non-covalent interactions originates specific structures that 

determine the biological and physiological roles. The formation of double helix of DNA 

is mainly due to the involvement of H-bonds and π-π stacking interactions between the 

nucleotide base-pairs. The mechanisms of action of anticancer chemotherapeutic drugs 

that are currently used worldwide (e.g. cisplatin, carboplatin) are based on their 

intercalation in the DNA through H-bonds.21a 

 

1.2.2 Graph Set Definitions 

 Graph set approach is usually used for the simple representation of complicated 

H-bonded supramolecular networks by four different simple patterns, each of which is 

specified by a designator viz. chains (C), rings (R), intramolecular H-bonded patterns 

(S), and other finite patterns (D). In the specification of each pattern, the subscript 

represents the number of H-bond donors (d) and the superscript gives the number of H-

bond acceptors (a). Moreover, the total number of atoms (n) involved in the pattern is 

called the degree of the pattern. The graph set descriptor is represented as 

��
�(�) [where, G represents one of the four possible designators]. This approach was 
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originally developed by M. C. Etter to utilize patterns of H-bonding for the 

understanding and the design of molecular crystals.22 

 

 

Figure 1.4 Four patterns of graph set notation. 

 

 Four different patterns of graph set notation are shown in Figure 1.4. A 

supramolecular chain composed of four atoms can be specified as C(4). Absence of 

subscript and superscript in a graph set notation implies one donor and one acceptor 

atoms. The intramolecular H-bond comprising of six atoms can be specified as S(6). 

The designation D is used when the donor and acceptor are from two (or more) discrete 

entities (molecules or ions) that involve only one donor and one acceptor and the pattern 

involves only the hydrogen bond. In such a case, other atoms need not be counted and 

the degree of the pattern (n) may be omitted. Finally, the fourth possible pattern shown 

contains eight atoms, two of them donors and two acceptors and hence is designated 

as ��
�(8). 

 

1.2.3 π-π Interactions 

 π-π stacking interactions between molecular units in supramolecular 

architectures can be referred to the intermolecular overlapping of p-orbitals involving π-

conjugated systems. In π-π stacking interactions, parameters such as aromatic ring 

centroid-centroid distance (3.3-4.0 Å), centroid plane distance (3.3-4.1 Å) and dihedral 

angle between the planes of the rings (α = 0-19º) are taken into account. To measure the 

displacement of one ring over the other, the angles, γ and β are used as shown in Figure 

1.5. These angles are formed between the centroid-centroid vectors and centroid-layer 

for both the rings.  

 Computational electrostatic models have been proposed to explain this 

phenomenon, whereby the π-system of an electron rich aromatic molecule attracts the 
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electron deficient π-system of another aromatic molecule so that the expected usual π-π 

electronic repulsion that destabilizes the complex is disfavoured.23 These types of non-

covalent interactions are quite important in biological systems as illustrated by the 

stabilization of the double helical structure of DNA through vertical π-stacked base-base 

interactions and the tertiary structure of proteins.24 

 

 

Figure 1.5 Parameters for π–π stacking interactions. 

 

  

Figure 1.6(a) Edge-to-face T-shaped, (b) parallel displaced and (c) cofacial parallel 
stacked geometries of π-π stacking interactions between aromatic systems. 
 

 On the basis of geometry, the π-π interactions between two aromatic species can 

be broadly classified into three categories: edge-to-face T-shaped, parallel displaced, 

and cofacial parallel stacked (Figure 1.6).25 The small, unsubstituted aromatic 

compounds prefer edge-to-face T-shaped geometry, whereas substituted and large 
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multi-ring aromatic compounds prefer parallel displaced geometry. Cofacial parallel 

stacked geometry is rather rarely observed. 

 Sanders and Hunters have explained π-π interactions in terms of a quadrupole 

moment with partial negative electrostatic potential above both the aromatic faces and a 

partial positive electrostatic potential around the periphery for the benzene type of 

molecules.26 They have shown that two such quadrupole moments in proximity should 

prefer edge-to-face T-shaped or parallel displaced stacking geometry over cofacial 

parallel stacked geometry. If strong electron withdrawing groups are attached to the 

aromatic ring (hexafluorobenzene), a reverse of polarization can be observed, which 

leads to a quadrupole moment with partial positive electrostatic potential above both the 

aromatic faces and a partial negative electrostatic potential around the periphery. 

Sherrill and co-workers have theoretically predicted that among the three geometries, T-

shaped and parallel displaced are the most stable and nearly isoenergetic, whereas the 

cofacial parallel stacked geometry is least favoured in the case of benzene dimers.27 

 

1.2.4 Applications of π-π Interactions 

 After the enormous role of π-π interactions in supramolecular chemistry has 

been realized, it has gained immense interest in research areas ranging from material 

science to molecular biology. π-π stacking interactions are known to play a vital role in 

the thermal stability and folding of proteins. Iverson and co-workers have exploited 

complementary π-π stacking in folding of pyridine-pyridazine oligomers into a pleated 

structure even in water.28 Devices with excellent photoconductivity have been achieved 

in the π-stacked single component as well as multi-component organic crystals.29 π-π 

stacking interaction has been found to play a vital role in forming efficient charge 

transport channels for both small molecules as well as polymeric semiconducting 

materials.30 Stoddart and co-workers employed π-electron-rich and π-electron-deficient 

species to design molecular shuttle (molecular assembly in which macrocyclic ring is 

able to move back and forth between two recognition sites) which can be induced by 

chemical and electrochemical processes.31 π-π interaction has also been employed in 

sensing nitro aromatic based explosives.32 

 As most of the clinically approved chemical drugs possess aromatic rings, π-π 

stacking interactions have a major role in the design of chemical drug-delivery systems. 

In the process of developing chemical drugs, the balance between hydrophilicity and 



9 
 

Chapter 1 

General Introduction 

lipophilicity is considered to be important for absorption and distribution of drug 

throughout the body.33 For most of the drugs, lipophilicity is conferred by the presence 

of aromatic ring structures. The presence of aromatic rings that show self-assembly via 

π-stacking interactions in drugs facilitates the loading of such drugs into delivery 

systems. 

 This π-π stacking interaction plays an important role in the stabilization of DNA; 

together with hydrogen bond, such stacking results in pair-base stacking that generates 

characteristic helicoidal structure. Based on this, a number of intercalating drugs have 

been designed. On the other hand, π-π stacking interactions have a lot of applications in 

supramolecular host-guest systems.34 

 

1.2.5 Cooperative Non-covalent Interactions 

 Cooperativity of non-covalent interactions is one of the key concepts for 

understanding molecular association and self-assembly processes in metal-organic 

chemistry.35 There are many evidences of cooperative interplay of non-covalent 

interactions in supramolecular assemblies, yet there is an universal perplexity regarding 

the definition and quantification of this phenomena, particularly in the context of self-

assembled architectures.36 Cooperativity arises from the interplay of two or more non-

covalent interactions in supramolecular architectures, so that the whole system behaves 

differently from the expectations based on the properties of the individual interactions in 

isolation. Interplay of non-covalent interactions can lead to either positive or negative 

cooperativity, depending on whether one interaction favours or disfavours another. 

Cooperativity is one of the most important properties of the molecular systems observed 

in biological fields (Figure 1.7).37 Cooperative aggregations in micelle formation and 

intermolecular cooperativity in host-guest assemblies are involved in the formation of 

larger aggregates or discrete metal-organic complexes. Cooperative interplay of non-

covalent interactions has widespread importance in nature as they play crucial roles in 

the configuration of 3D protein structures.38 

 The cooperative action of π-stacking interactions is also observed in 

supramolecular assemblies of coordination solids.39 The dispersive π-stacked 

interactions play an increasingly crucial role in the stability of proteins or nucleic acids 

and in the recognition of drugs by enzymes.40 A molecular entity of π-system 

comprising many electron rich and electron deficient  rings; understanding of how two 
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π+/π− rings would interact each other and be assembled in the crystal structure is a very 

intriguing subject for the study of π–π cooperative stacking interactions.41 Theoretical 

calculations on crystal structures have established the cooperative interplay of π-stacked 

assemblies with hydrogen bonding, halogen bonding and metal coordination; the 

calculations revealed that the electrostatic enhancement of such interactions are due to 

remarkable cooperativity effects.42 

 

 

Figure 1.7 Cooperative π-π contacts in folded protein structures.43 

 

1.2.6 CN···CN Interactions 

 In 1968, H. A. Bent highlighted the importance of non-covalent interactions 

between strongly dipolar groups.44 In recent times, the interaction between dipolar 

carbonyl groups has gained emphasis due to their prominent role in stabilizing various 

supramolecular network architectures.45 However, several other chemical groups exhibit 

local dipole moments similar to that of the carbonyl groups and thereby providing 

stability to the crystal structures. Among these, nitrile groups are of particular interest 

from the viewpoint of crystal engineering (vide infra) because of their key role in 

determining molecular packing via CN∙∙∙CN interactions. As a polar functional group, 

the nitrile moiety engages in dipole-dipole interactions, which help to stabilize the 
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network architectures.46 The nitrile group is reported to serve as an H-bond acceptor in 

coordination complexes, frequently participating in relatively weak and unconventional 

H-bonding and also takes part in commonly occurring H-bonding interactions.47 This 

group is also reported to play the role of a Lewis base in the network architectures of 

crystalline solids that is capable of interacting with Lewis acids, particularly with 

halogen atoms of neighbouring molecules.48  

 The Cambridge Structural Database (CSD)49 analysis shows that CN∙∙∙CN 

interactions is formed in an analogous manner to those involving carbonyl groups, and 

with the similar interaction motifs viz. (i) anti-parallel motif, (ii) sheared parallel motif 

and (iii) perpendicular motif among which anti-parallel motif is the dominant one.50 

 

1.2.7 σ-hole Interactions 

 A σ-hole can be described as the region of positive electrostatic potential found 

on an (partially) empty anti-bonding σ* orbital, located along a covalent bond. The 

concept of σ-hole was originally used to explain the unconventional interaction of an 

electronegative halogen atom (Hl) with a negative site, wherein the electropositive 

potential is found on the halogen atom at the end of the X-Hl σ-bond (X can be any 

atom, but is commonly carbon).51 It was then reported that such electronic anisotropy is 

not unique to atoms of the halogen family and σ-holes are also found on covalently 

bonded atoms of the tetrel (group 14), pnictogen (group 15) and chalcogen (group 16) 

families.52,53  

  

Figure 1.8 Molecular electrostatic potential (kcal/mol) of representative σ-hole 
chalogen bonding interactions.54 
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 σ-hole interactions can be represented as X-D∙∙∙A (where X can be any atom, D 

= donor atom and A = acceptor moiety) which is quite similar to hydrogen bonding.55 

When the donor atom is more polarizable (heavier atoms) or X is more electron 

withdrawing, then σ-hole becomes more positive.56 Although σ-hole bonding interaction 

is greatly influenced by electrostatic interactions, other forces such as polarization and 

dispersion also play important roles.57 Increase in the polarizability also increases the 

magnitude of the σ-holes and strengthens the resulting σ-hole complexes. 

 It is well known that the polarizabilities of the atoms in the second row of the 

periodic table are very modest and they increase significantly upon going from row 2 to 

5. To illustrate this trend, the molecular electrostatic potential (MEP) surface plots (vide 

infra) of several YF2 molecules (Y = O, S and Se) and F2C=Se are shown in Figure 1.8. 

Two σ-holes are present for the YF2 molecules on the extensions of each covalent Y-F 

bond. The MEP value (53 kcal/mol) at the σ-hole of the SeF2 molecule is largest; 

corroborating the most polarizable nature of Se (five times more than O).54 

 

 
Figure 1.9 Molecular electrostatic potential (kcal/mol) of representative σ-hole halogen 
(BrF), chalcogen (SeF2), pnictogen (AsF3) and tetrel (GeF4) bonding interactions.  
 

 The magnitude of the electropositive potential as well as the steric environment 

of the σ-hole can influence its ability to act as electron-deficient host for an electron-

rich guest molecule. The value of MEP at the σ-hole is similar in representative 

compounds of the same row (Figure 1.9, BrF, SeF2, AsF3 and GeF4), the σ-holes are 

sterically more accessible with lower valence, i.e.: BrF>SeF2>AsF3>GeF4. This steric 

hindrance is particularly relevant in the case of carbon, which is the smallest tetrel atom. 



13 
 

Chapter 1 

General Introduction 

Thus, in a sp3-hybridised electron-deficient C atom, such as C2F6 (Figure 1.10), there is 

only a very limited space available for the electron-rich guest molecule to nest itself for 

molecular association. In small rings such as hexafluorocyclopropane (C3F6, Figure 

1.10), the σ-hole on C is more exposed due to the small FCCF dihedral angle. 

 

 
Figure 1.10 Molecular electrostatic potential surface (kcal/mol) of representative σ-hole 
(tetral bonding) involving carbon atoms in hexafluoroethane (left) and 
hexafluorocyclopropane (right). 
 

1.2.8 π-hole Interactions 

 A π-hole can be described as the region of positive electrostatic potential 

obtained on an (partially) empty π* (anti-bonding) orbital, usually located in a 

perpendicular direction to the molecular framework. π-hole interactions can be 

classified into other subclasses depending on the nature of the electron-rich partner and 

the characteristics of the molecular fragment. Politzer et al.52c have introduced the term 

π-hole to describe the depletion of charge density of unoccupied π-orbitals on the 

central atom in SO2 and related molecules. Grabowski has introduced the term triel 

bonding for Group 13 elements of the periodic table involved in such interactions.58 

This type of π-hole interaction has the electron depletion region located on a single 

atom (like σ-holes) and usually termed in the literature using the name of the group, for 

example pnictogen/chalcogen π-hole interactions.59  

 Figure 1.11 represents the MEP surfaces of four representative planar molecules 

where the π-hole is located over the central atom belonging to the second (F2CO and 

FNO2) or third (F2SiO and FPO2) row of the periodic table. The π-hole is found to be 

more accessible (more extended) in heavier (typically also larger) atoms (Figure 1.12). 
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Figure 1.11 Molecular electrostatic potential of representative tetrel (F2CO and F2SiO), 
and pnictogen (FNO2 and FPO2) π-hole bonding interactions. Energies at the π-holes are 
given in kcalmol-1. 
 

 

Figure 1.12 Molecular electrostatic potential of representative chalcogen (SO3 and 
SeO3) and halogen (FClO2 and FBrO2) π-hole bonding interactions. Energies at the π-
holes are given in kcalmol-1. 
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1.2.9 Anion–π and Lone Pair–π Interactions 

Anion‒π interaction (Figure 1.13) can be described as the non-covalent 

interaction between an anion and an electron deficient aromatic ring.60 Berryman et al. 

have characterized the anion-π interaction with anion to ring distances less than the sum 

of the van der Waals radii of the participating atoms and the position of the anion to ring 

centroid should be perpendicular to the plane of the aromatic ring.61 

 

 

Figure 1.13 Anion-π interactions involving Cl¯ and triazine (left); on top representation 
of the anion-π interactions (right).62  
 

Anion–π interactions play an important role in the fields of medicine, 

environmental chemistry, chemical and biological processes63 and metal-organic 

supramolecular assemblies.64 The π-cloud on an aromatic ring is readily polarized by an 

anion. This induced polarization can also exhibit permanent quadrupole moment 

perpendicular to the ring plane.65 The anion can then interact with this induced dipole. 

This polarization contribution to the total interaction energy of anion–π interaction 

should be substantial.66 It can be expected that a more electron deficient aromatic ring 

tends to display stronger binding to anions. Furthermore, the presence of heteroatoms in 

aromatic rings can polarize the π-electron density; thus incorporating sufficient π-acidity 

to the rings. Further polarization in the rings can be observed due to the coordination of 

the rings to metal ions. The influence of metal coordination to heteroaromatic rings on 

the energetics of anion–π interactions has been analyzed in the literature.67 Schottel and 

his coworkers have reported an interesting symmetrical anion–π interactions involving 

[SbF6]¯ anion and six tetrazine rings in [Ag2(bptz)3][SbF6]2 [where, bptz =  3,6-bis(2′-

pyridyl)-1,2,4,5-tetrazine] having anion to ring centroid distance of 3.265(3) Å (Figure 

1.14).68 
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Figure 1.14 Anion-π interactions between 
[Ag2(bptz)3][SbF6]2.

68 
  

 
Figure 1.15 Short lp–π interaction (indicated as dashed line) in the Z
3WBO); Distance in Å. 
 
 The attractive interaction between a lone pair of electron and

deficient π-conjugate of an extended a

interaction. The first experimental

π interactions between [SbF6]¯ anion and six tetrazine rings in

π interaction (indicated as dashed line) in the Z-

The attractive interaction between a lone pair of electron and

conjugate of an extended aromatic system is known as the lone pair

interaction. The first experimental reports of lp–π interactions involves the X
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structure of Z-DNA (Figure 

π interactions involving electron

electron deficient aromatic centres 

distances of less than 4 Å. The crystal structure of 

iminodibenzoic acid reveals lone

in Figure 1.16. 

 

 

Figure 1.16 Lone-pair-π interaction in the 
iminodibenzoic acid.71 
 

1.3 Molecular Recognition and Self

 The construction of 

nearly synonymous processes

recognition is a process in

with other molecules in a well

The concept of molecular recognition was described in 1894 by Emil Fischer in his 

lock-and-key theory.74 In Fischer's original idea, 

compared to the complementarity of a lock and a key. The lock is like the molecular 

receptor and the key the substrate being recognized, thereby forming a receptor

substrate supramolecular complex. This simple 

complementarity between the

the process of recognition. 

Figure 1.15).69 Gamez et al.70 have explored numerous lone

electron-rich atoms such as halogens, oxygen and nitrogen

aromatic centres having lone pair-centroid of the aromatic ring 

of less than 4 Å. The crystal structure of bis(4,4

iminodibenzoic acid reveals lone-pair–π interaction71 involving chlorine atom as shown 

interaction in the crystal structure of bis(4,4

Recognition and Self-Assembly  

The construction of supramolecular architectures involves two important and 

nearly synonymous processes72 viz. molecular recognition and self-assembly.

in which a molecule can utilize its functionalities to interact 

in a well-defined and precise manner via intermolecular forces

The concept of molecular recognition was described in 1894 by Emil Fischer in his 

In Fischer's original idea, molecular recognition can be 

compared to the complementarity of a lock and a key. The lock is like the molecular 

receptor and the key the substrate being recognized, thereby forming a receptor

supramolecular complex. This simple idea emphasizes the necessity of 

complementarity between the donor and acceptor involving two chemical 
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centroid of the aromatic ring 

bis(4,4ˊ-dichloro-2,2ˊ-

involving chlorine atom as shown 

structure of bis(4,4ˊ-dichloro-2,2ˊ-

involves two important and 

assembly. Molecular 

functionalities to interact 

intermolecular forces.73 

The concept of molecular recognition was described in 1894 by Emil Fischer in his 

molecular recognition can be 

compared to the complementarity of a lock and a key. The lock is like the molecular 

receptor and the key the substrate being recognized, thereby forming a receptor-

he necessity of 

two chemical moieties in 
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  Molecular recognition plays an important role in the synthesis of bio-

macromolecules75 which is responsible for life in both prokaryotes and eukaryotes. It 

has also significant contribution in the double helical structure of DNA. The DNA bases 

adenine, thymine, guanine and cytosine are all polar aromatic N-heterocycles, having 

elements for molecular recognition.76 A purine base (adenine = A or guanosine = G) 

specifically recognizes and interacts with a complementary pyrimidine base (thymine = 

T or cytosine = C) through hydrogen bonding interactions. This gives rise to A-T and 

G-C pairs, which stack along each strand of the DNA helix showing molecular 

recognition (Figure 1.17). 

  

 

Figure 1.17 Molecular recognition in the double helical structure of DNA. 
 

 Self-assembly77 is an integral process which plays a key role in the formation of 

desired supramolecular network architectures. Although there are many definition for 

self-assembly78, the definition by George Whitesides is the most appropriate one, which 

defines self-assembly as “the spontaneous assembly of molecules into structured, stable, 

non-covalently joined aggregates” (Figure 1.18).79 Self-assembly processes are 

extensively involved in supramolecular chemistry to construct complex structures and 

architectures, such as polygons, helicates, cages, polyhedra, rotaxanes, catenanes, and 

knots.80 Self-assembly also plays a vital role in the stabilization of metal organic 

frameworks (MOFs) and covalent organic frameworks (COFs).81 
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 Compared to typical covalent bonds (40-100 kcal/mol), the strengths of 

individual van der Waals interactions that are involved in self-assembly processes are 

very weak (0.1-5 kcal/mole). Therefore, for achieving acceptable stability for such self-

assembled systems, the molecular associations must involve a large number of these 

weak non-covalent interactions. Such a self-assembled aggregate involving weak non-

covalent interactions in large numbers in the crystal structures result in 

thermodynamically favourable structures. A self-assembled molecular aggregate has 

unique properties which are different from those of the molecular subunits from which 

it is constructed. The individual subunits contain all the information necessary for 

forming a self-assembled structure and bind cooperatively to give the most stable 

structure. The process of self-assembly is a reversible process and this makes the final 

structure capable of eliminating any mismatched molecular subunits.82  

 

  

Figure 1.18 Formation of the zeolite structures from the supramolecular self-
assembling of the organic structure-directing agents (OSDA). Here, 4-methyl-2,3,6,7-
tetrahydro-1H,5H-pyrido quinolinium hydroxide was used as the OSDA. 
 

1.4 Theoretical Methods for Studying Non-covalent Interactions 

 To understand the roles of non-covalent interactions in various chemical and 

biological fields, a proper fusion of experimental and theoretical studies is of utmost 



20 
 

Chapter 1 

General Introduction 

importance. Various theoretical approaches viz. density functional theory (DFT), 

molecular electrostatic potential (MEP), non-covalent interaction (NCI) method, 

quantum theory of atoms in molecules (QTAIM), symmetry-adapted perturbation theory 

(SAPT) etc. are often employed to quantify non-covalent interactions. Various 

softwares viz. Gaussian83, Abinit84; NCIPLOT85; AIMAII86 and SPARTAN87 have been 

developed to visualize the non-covalent interactions in molecular systems. 

  

1.4.1 Density Functional Theory (DFT) 

 The quantum mechanical wave function, in principle, contains all the 

information about a given system. In case of an electron in a simple 2D box or even a 

hydrogen atom, the Schrödinger’s equation can be solved exactly to get the wave 

function of the system. This can then be used to determine the allowed energy states. 

For an N-body system, however, it is not possible to solve the Schrödinger’s equation. 

Therefore, some approximations must be considered to solve the equation. Density 

functional theory (DFT) is nothing but a method to obtain an approximate solution to 

the Schrodinger equation for N-body systems.88 In DFT, the number of the degrees of 

freedom of a system is reduced as far as possible by the most basic approximation, 

called the Born-Oppenheimer approximation.89 It is one of the most widely used 

methods for ab-initio calculations of the structure of atoms, crystals, molecules, 

surfaces, and their interactions. The DFT method can be applied to treat such systems 

with sufficiently high accuracy.  

 The density functional theory is based on two fundamental mathematical 

theorems of Kohn and Hohenberg and the derivation of a set of equations proposed by 

Kohn and Sham.90 According to the first Hohenberg-Kohn theorem, the ground-state 

energy of a chemical system obtained from the Schrodinger’s equation is considered to 

be a unique functional of the electron density. The second theorem is related to an 

important property of the functional which states that the electron density which 

minimizes the energy of the overall functional is the true electron density that 

corresponds to the full solution of the Schrodinger’s equation. 

 The advantage of DFT is that the attention can be focused on the electron 

density of a system rather than on its wave function, which is the case in the usual 

Schrodinger equation method. The electron density is a function of space and time and 
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the use of electron density rather than wave function as the fundamental property for a 

system significantly increases the speed of the calculation. The many-body electronic 

wave functions are function of 3N variables (the coordinates of all the N atoms in the 

system); whereas, the electron density is a function of only three variables (x, y, z). It is 

evident from the Hohenburg-Kohn theorem that the electron density of any system 

provides all of its ground-state properties and thus, the total ground state energy of 

many-electron systems can be assumed to be a functional of the electron density. So, if 

the electron density functional of a many-electron system is known, the total energy of 

the system can be determined. 

 DFT calculations is being thoroughly used to solve problems in atomic and 

molecular physics, which include the calculation of ionization potentials,91 vibration 

spectra, the study of chemical reactions, the structure of biomolecules92 and the nature 

of active sites in catalysts93 as well as problems in condensed matter physics, such as 

lattice structures,94 phase transitions in solids95 and liquid metals.96 DFT study of the 

metal-organic frameworks with potential bioactive applications is a very useful method 

to explore their structural parameters in detail and to identify how the molecule interacts 

with each other or with a receptor bio-molecule.97 Structure optimization of complex 

supramolecular networks usually provides the basis for the deeper understanding of the 

complicated system’s functionality which is often difficult to obtain experimentally.98 

 The search for better correlation between experimental observations and DFT 

simulations has even led to the incorporation of empirical or semi-empirical parameters 

into the functionals to enhance their performance.99 Various methods have been 

developed for the treatment of dispersion corrections in the non-covalent interactions. 

including treatments with specialized functionals, such as BMK and the M05/M06 

series; dispersion corrected functionals such as B97D and double hybrid functionals, 

such as B2PLYP.100 Grimme et al have designed the functionals in the DFT-D family 

(DFT-D2, DFT-D3 and DFT-Dx);101 which are the most widely-used dispersion 

corrections nowadays due to their relative accuracy, simplicity and particularly its 

widespread implementation in popular software packages such as Gaussian. The 

B3LYP functional in DFT-D family has generally been the method of choice for 

hydrogen bonding interactions in self-assembled systems and in bio-molecules such as 

peptides.102 
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1.4.2 Molecular Electrostatic Potential (MEP) 

 Molecular electrostatic potential (MEP) is an important computational tool for 

predicting the reactive behaviour of various sites of a chemical system.103 Qualitative 

investigations of the electrostatic potentials on the surfaces of a molecule can give idea 

about the regions of positive and negative electrostatic potentials which promote or 

inhibit non-covalent interactions during self-assembly processes.104 Thus MEP analysis 

provides a good indication in assessing the molecules’ reactivity towards positively or 

negatively charged reactants. Over a period of time, a quantitative approach has also 

been developed, which provides the detailed characterization of the molecular surface 

electrostatic potential, VS(r), in terms of certain statistically defined quantities.105 Two 

site-specific statistical quantities are the most negative and most positive values of 

VS(r), designated respectively as VS
min and VS

max (VS
min and VS

max are the extreme 

minima and maxima of the molecular electrostatic potential respectively implying the 

most negative and positive regions of a complex/molecule). 

   

 

Figure 1.19 Molecular electrostatic potential surfaces plotted on the van der Waals 
surface of N-methyl acetamide. Positive regions are shown in blue (+146 kJmol‒1); 
negative regions are shown in red (‒322 kJmol‒1) and green is neutral. The maximum in 
the electrostatic potential, VS

max, lies over the NH group, and the minimum, VS
min, lies 

over the carbonyl oxygen atom: the two primary hydrogen-bonding sites in the 
molecule.106 
 

 In most cases, for the electrostatic potential on the van der Waals surface of a 

molecule (the van der Waals surface of a molecule is an abstract representation or 

model of that molecule, illustrating where a surface might reside for the molecule based 

on the van der Waals radii for individual atoms), the maximum is usually located near a 
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hydrogen atom and the minimum is located over a lone pair or an area of π-electron 

density (Figure 1.19). Therefore the pair wise interactions between these maxima and 

minima from neighbouring molecules can dominate the electrostatic interactions. So, 

from the MEP surface analysis, we may generally identify various non-covalent 

interactions including H-bonding regions of chemical species. In MEP, the term “heap” 

is used to describe the most negative value of the MEP, while the most positive region 

is represented as “hole”.107 These holes and heaps can give rise to non-covalent 

interactions during molecular associations in supramolecular assemblies. Tomasi et al. 

pioneered the application of MEP for understanding intermolecular interactions.108 

 

1.4.3 Non-covalent Interaction (NCI) Method 

 Yang and co-workers have introduced the non-covalent interaction (NCI) 

method109, which maps the non-covalent interaction zone in real-space regions. It is 

based on a 2D plot of the electron density (ρ) and the reduced density gradient (�), 

defined as: 

� =
�

�(���)
�

��
⋅

|∇�|

��∕�  

The combination of s and ρ partitions the real space into bonding regions; (a) high-s and 

low-ρ corresponds to non-interacting density tails; (b) low-s and high-ρ corresponds to 

covalent bonds and (c) low-s and low-ρ corresponds to non-covalent interactions. 

 At low density regions, ρ4/3 (denominator) becomes very small and tends to zero, 

thereby increasing the s value exponentially to infinity. Similarly, at high density 

regions, higher values of ρ4/3 cause the steady decrease in s value. The reduced density 

gradient (spatial variation of electron density over an area) between the interacting 

atoms of neighbouring molecules undergoes a crucial change when a weak inter- or 

intra-molecular interaction takes place, thereby producing density critical points 

between the interacting molecules. Each density critical points provide a trough (Figure 

1.20) in the s(ρ) plot. In real space, the density critical points representing the non-

covalent regions during supramolecular associations give rise to this feature and are 

denoted by green isosurfaces. 

 The analysis of the electron density in the troughs reveals their origins, viz. steric 

interactions, hydrogen bonds, etc. However, both attractive and repulsive interactions 
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(i.e. hydrogen-bonding and steric repulsion) appear in the same region of 

density/reduced gradient space

Hessian eigen value (λ2).
1

accumulated with respect to the plane perpendicular to the

non-bonding interactions or steric

Finally, the van der Waals interactions are characterized by a negligible density

thereby giving λ2 ≤ 0. Thus, while interaction strength 

itself, analysis of the sign of λ

 Kashyap et al. have used NCI

and extent of supramolecular interacti

hydrogen bond donors as well as lone pair containing molecules.

isosurfaces for the interaction between benzene and water

corroborate the fact that the H atoms of both water and ammonia are involved in non

covalent interaction with the π

interaction between HF and the aromatic ring is through lone

 

 

Figure 1.20 Overlapping troughs
bicyclo[2,2,2]octene in s(ρ) 

and steric repulsion) appear in the same region of 

density/reduced gradient space. They are distinguished by the sign of the second density 

110 For bonding interactions, the electron density is locally

lated with respect to the plane perpendicular to the bond path 

bonding interactions or steric clashes, which produce density depletion

interactions are characterized by a negligible density

0. Thus, while interaction strength can be assessed by 

analysis of the sign of λ2 distinguishes different types of weak interactions

. have used NCI-plot analysis (Figure 1.21) to explore the nature 

and extent of supramolecular interaction between the aromatic surface

hydrogen bond donors as well as lone pair containing molecules.111 

isosurfaces for the interaction between benzene and water as well as ammonia 

the fact that the H atoms of both water and ammonia are involved in non

covalent interaction with the π cloud of the benzene ring. However, in case of HF, the 

interaction between HF and the aromatic ring is through lone-pair-π interaction

Overlapping troughs of water dimer, methane dimer and 
) plots.109 
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and steric repulsion) appear in the same region of 

. They are distinguished by the sign of the second density 

bonding interactions, the electron density is locally 

 and λ2 < 0. For 

produce density depletion, λ2 > 0. 

interactions are characterized by a negligible density overlap, 

can be assessed by the density 

different types of weak interactions.  

to explore the nature 

on between the aromatic surface of benzene and 

 The large green 

as well as ammonia 

the fact that the H atoms of both water and ammonia are involved in non-

cloud of the benzene ring. However, in case of HF, the 

π interaction. 

of water dimer, methane dimer and 
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Figure 1.21 NCI-plot of some representative molecules involving the aromatic surface 
of benzene (B).111  
 

1.4.4 Quantum Theory of Atoms in Molecules (QTAIM) 

 Bader’s quantum theory of atoms in molecules (QTAIM)112 analyzes the 

topology of electron density in a molecule. This topology is dominated by the electron-

nuclear force, causing the electron density (ρ) to exhibit maxima or minima or a saddle 

point in space between the interacting systems which are referred to as critical points 

(CPs). QTAIM is one of the appropriate methods for analyzing different intra- and 

intermolecular interactions, since their properties are expressed as functions of a real 

electron density of a system. The topological properties of electron density and its 

derivatives are found to be immensely useful in defining the concept of the bonding 

through bond paths and bond critical points (BCPs). The topology of the electron 

density (ρ) yields a reliable mapping of the molecule and is effectively described by a 

set of critical points (CPs); the CPs of the electron density distribution is associated with 

atomic nuclei, bonds, rings and cages. 

  In order to have a deeper insight into the nature of the topological atoms, the 

concept of gradient paths (GPs) has been introduced. Figure 1.22(a) shows the 

partitioning of the gradient paths of the four atoms (C, H, O and F) of HFC=O molecule 

into four topological regions separated by three bold black curves. Figure 1.22(b) 

represents the bond critical points (BCP) in HFC=O molecule (black squares) where 

more than one GP meet with the property ∇� = 0 i.e. change in electron density 

associated with the GPs is zero. 
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Figure 1.22(a) Partitioning of HFC=O molecule into four topological atoms; (b) bond 
critical points (BCP) in HFC=O, one explicitly marked by the BCP and lies in between 
C and H.  
 

 Usually, the non-covalent interactions studied by QTAIM analysis can be 

classified into three groups. The first one is related to the interactions in σ orientation 

(such as H-bonds), which is basically explained by a bond critical point (BCP).113 When 

there is a hydrogen bonding interaction, bond critical points appear between the 

hydrogen atom and the acceptor atom. The second group implies interactions with 

aromatic rings such as anion-π, cation-π or π-π stacking, defined by a ring critical point 

(RCP). The last group implies the interactions of electron rich atoms/ions with a cage 

formed by several aromatic rings and defined by a cage critical coint (CCP). Greater the 

electron density (ρ) values at the critical points, the stronger the non-covalent 

interactions. 

 In solid state analysis, NCI plots (vide supra) have several advantages over 

traditional QTAIM critical point maps, such as (i) The numerical and algorithmic 

problems in locating exactly the position of the density critical points are avoided; (ii) 

The transition from bonding to non-bonding cases is gradual instead of catastrophic; 

(iii) The NCI regions provide information about the extent of the interaction in real 

space. 

 

1.4.5 Symmetry-Adapted Perturbation Theory (SAPT) 

 In recent times, non-covalent interactions have gained immense interest in 

research fields because of their potential applications in biological and material 
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chemistry.114 Two main approaches have been usually used in quantum chemistry for 

the calculation of non-covalent interaction energies viz. supermolecular and perturbative 

approaches. According to the supramolecular approach, the difference between the total 

energy of the whole complex and the sum of the energies of each isolated monomers is 

considered to be the interaction energy.115 Whereas, in case of perturbative approaches, 

the interaction energy of the complex is directly computed as a perturbation to the 

Hamiltonian of the individual monomers.116 Such an approach is known as the 

Symmetry-Adapted Perturbation Theory (SAPT) and widely used in theoretical 

chemistry to evaluate the interaction energy.117 In SAPT, the interaction energy is 

calculated as a sum of perturbative corrections, where each correction results from a 

different physical effect. Similar to dispersion correction (vide supra), perturbative 

corrections are performed in SAPT to correlate experimental and theoretical 

observations. Thus, SAPT provides the total interaction energy in terms of several 

physical components such as electrostatics, exchange, induction, and dispersion.118 

Electrostatic interaction energy includes coulombic multipole-multipole-type 

interactions along with the interpenetration of charge clouds. Exchange-repulsion is the 

repulsive force arising due to the overlap of the wave functions of neighbouring 

monomers. Induction arises between the adjacent monomers due to overlap of the 

individual electric fields of the monomers and charge transfer between them. Dispersion 

is the attractive force which results from the dynamical movement of electrons of one 

monomer with those of the neighbouring monomer. This type of separation of the 

interaction energy of the complex molecules into various distinct physical components 

is the unique characteristic of SAPT, which provides a key advantage over the 

supermolecular approaches.119  

 
1.5 Crystal Engineering 

 Crystal engineering120 has emerged as an important research area in 

supramolecular chemistry, which deals with the single crystal X-ray structure of the 

compounds. It can be defined as “the understanding of intermolecular interactions in 

the context of crystal packing and in the utilization of such understanding in the design 

of new solids with desired physical and chemical properties”.121 Therefore, crystal 

engineering can be regarded as the “design of crystal structures”122 using various non-

covalent supramolecular contacts. 
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 In the late 1980s, crystal engineering started to evolve from a hypothesis to the 

scientific discipline focusing the design of organic solids with desired properties and 

structures at the molecular level using supramolecular synthons (vide infra).123a, 123b The 

initial research focused purely on organic-based systems, where supramolecular forces, 

hydrogen bonding in particular, were exploited to generate solid-state architectures.123c 

With the enhancement in the study of metal based inorganic systems, this field has 

developed significantly due to wide range of geometries available for transition metal 

complexes.124 

 The above definition121 of crystal engineering involved three stages, viz. 

structure; design and property (Figure 1.23). In the initial stages, the subject was 

limited with the study of molecular organization in terms of intermolecular 

interactions.125 Later on, a systematic protocol in terms of a logic driven methodology 

was introduced to achieve desired architectures, where supramolecular synthons were 

used as a facilitating concept.126 Property of the crystals was not explicitly targeted in 

this phase of crystal engineering. However, when a property was obtained, it was 

optimized by minor changes at the molecular level, which in turn results in the changes 

at the crystal level. Recently, researchers are exploring targeted solid state properties or 

property engineering of solids that can take the crystal engineering research to higher 

dimension. 

The literature provides structure inputs to construct structural models so as to 

obtain the property of the crystals (first stage of crystal engineering). This is followed 

by design strategies, which use supramolecular synthons or any other protocol to obtain 

the targeted structure (second stage of crystal engineering). In the development of 

crystal engineering, these two stages could be termed as generations127 (Figure 1.23).  

Over the last 50 years, the first two generations have been well exploited by 

various research groups. The third generation of crystal engineering has evolved with 

some recent discoveries of property engineering of organic and metal-organic crystals 

which are restricted to mechanical properties till now.128 Crystal engineering of elastic 

crystals is not an easy task; but in recent years much attention has been paid to grow 

single organic or metal-organic solid crystals with flexible elastic behaviour.129 A π-

conjugated organic crystal viz. (Z)-2-(4-(((E)-2-hydroxy-5-

methylbenzylidene)amino)phenyl)-3-phenylacrylonitrile has been recently reported 
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which is found to exhibit elasticity not only at room temperature but also at low 

temperatures (77 K) in liquid 

change in magnetic properties of 

crystal is bent.131 Very recently, Bhattacharya and his research group have reported the

first elastically-flexible coordination polymer

which is flexible over two crystallographic faces.

 

 

Figure 1.23 Development of crystal engineering through different generations

 Crystal engineering represents an opportunity to generate new 

architectures via self-assembly

physicochemical properties associated with engineered materials can be exploited in 

many areas as demonstrated by co

optics133, host-guest chemistry

pharmaceuticals137 and solid

which is found to exhibit elasticity not only at room temperature but also at low 

temperatures (77 K) in liquid nitrogen.130 Kenny et al. have reported 

properties of an elastically flexible crystal viz. [Cu(acac)

Very recently, Bhattacharya and his research group have reported the

flexible coordination polymer viz. [Zn(μ-Cl)2(3,5-dichloropyridine

ver two crystallographic faces.132 

Development of crystal engineering through different generations

 

Crystal engineering represents an opportunity to generate new 

assembly processes. Moreover, the diversity of the 

physicochemical properties associated with engineered materials can be exploited in 

demonstrated by co-crystals, which have relevance to 

guest chemistry134, photographic materials135, organic conductors

lid-state organic chemistry.138 
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Development of crystal engineering through different generations. 

Crystal engineering represents an opportunity to generate new solid state 
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, organic conductors136, 
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1.6 Supramolecular Synthons 

 The crystal structures may be formally represented as network architectures, 

where the molecules are considered as the nodes and the intermolecular interactions are 

node connections.139 The predictable self-assembly of molecules via supramolecular 

interactions in network architectures of various dimensions is very important in crystal 

engineering. Conventional strong hydrogen bonding interactions of the types O−H∙∙∙O 

and N−H∙∙∙O are the most commonly used supramolecular contacts for designing 

crystals, though weaker interactions such as C−H∙∙∙O, C−H∙∙∙N or even C−H∙∙∙C also 

have prominent roles.140 All these interactions are so directional that the orientation of 

the molecules in the solid state structure can be predicted with a reasonable degree of 

accuracy. A properly designed placement of functional groups in the molecular skeleton 

can facilitate such supramolecular interactions to generate what are called 

“supramolecular synthons”. 

 In 1967, Corey first introduced the term “synthon” in the article entitled 

“General Methods for the Construction of Complex Molecules”.141 The term synthon as 

defined by Corey was traditionally used to represent key structural features in a target 

molecule for organic synthesis. Corey defined a synthon so generally and flexibly that 

even today it can be used with almost the same connotations in a supramolecular sense. 

As coined by Gautam Desiraju142, “Supramolecular synthons are structural units within 

supermolecules which can be formed and/or assembled by known or conceivable 

synthetic operations involving intermolecular interactions.” In short, supramolecular 

synthons are spatial arrangements of intermolecular interactions, which play the same 

role in supramolecular synthesis as do the conventional synthons in molecular synthesis. 

  

 

Figure 1.24 Supramolecular synthons involving σ- and π-hole interactions. 
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 Recently, π-hole based synthon involving the π-cloud of the oxalate moiety has 

been reported in a oxalato bridged supramolecular ternary complex viz. [Cu2(µ2-

C2O4)(phen)2(H2O)2][Cu(phen)(male)(NO3)]2 [where, phen = 1,10-phenanthroline, 

C2O4 = oxalate, male = maleate].143 The π-hole interaction was further established 

energetically using DFT calculations and NCI plot analysis. Similarly, Jiwon et al. have 

reported a series of Se(II) compounds viz. 2Se-BX3 [where, X = Ph, F, Cl, Br, I and 2Se = 

benzo-2,1,3-selenadiazole].144 The structures of the compounds demonstrate the 

supramolecular dimerization through the [Se-N]2 σ-hole supramolecular synthon via 

Se···N chalcogen bonding interactions. Similarly, carbonyl···carbonyl145 and 

nitro···nitro interactions146 are typical examples of such π-hole based synthons. 

 

Figure 1.25 Amide homodimer synthon (left); amide acid hetero synthon (right). 

 

 In contrast to a molecular target involving covalent bonds, two common and 

distinct types of H-bonded synthons are observed in supramolecular architectures, viz. 

homosynthons and heterosynthons.147 A homosynthon consists of two or more identical 

hydrogen bonding functional groups, whereas, a heterosynthon consists of two or more 

different, but complementary, hydrogen-bonding functionalities (Figure 1.25). 

 

1.7 Metallosupramolecular Chemistry 

 In the field of supramolecular chemistry, metal coordination is considered as a 

“non-covalent” interaction, though it often possesses a strong covalent component in 

binding processes. This is not only applicable for the transition elements, but also for 

alkaline, alkaline earth or lanthanide metal cations. Electrostatic and dipole-dipole 

interactions are the main driving force responsible for these interactions. The branch of 

supramolecular chemistry involving metal coordination can be termed as 
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metallosupramolecular chemistry148, which deals with metal ion directed self-

assemblies of organic ligands. 

 It is well established that metal cations are particularly effective as synthetic 

tools. Amongst the intermolecular forces, metal-coordination is the strongest one, 

providing highly directional bonding and structural control. Metals are also excellent 

templates for the self-assembly of supramolecular architectures of various 

dimensions.149  

 Voda et al. have reported two mixed-ligand isostructural complexes involving 

2,6-pyridinedicarboxylato ligand viz. [Co2(BIBP)(2,6-PDC)2(H2O)4] and 

[Ni2(BIBP)(2,6-PDC)2(H2O)4]; [where, BIBP = 4,4́-bis(1-imidazolyl)biphenyl, 2,6-PDC 

= 2,6-pyridinedicarboxylate.150 The common motif in them is the bridging nature of the 

neutral BIBP ligand between two metal ions and a metal chelating coordination of the 

dianionic 2,6-PDC ligand through the pyridine N atom and the carboxylate group.  

 Mistri et al. have reported two Cu(II) coordination complexes involving 2,6-

pyridinedicarboxylato ligand viz. [Cu(2,6-PDC)(im)] and {[Cu(2,6-PDC)(2-

ap)(H2O)]·2H2O} [where, 2,6-PDC = pyridine-2,6-dicarboxylate; im = imidazole and 2-

ap = 2-aminopyridine].151 Both the complexes form hydrogen bonded 3D 

supramolecular network architectures in the solid state (Figure 1.26) which are further 

studied by computational tools. The compounds are reported to exhibit fluorescence 

activity in water-methanol solution at room temperature. 

     

 
   (a)       (b) 
 
Figure 1.26 Supramolecular polymeric architectures of (a) [Cu(2,6-PDC)(im)]; (b) 
[Cu(2,6-PDC)(im)] assisted by N‒H···O and C‒H···O hydrogen bonding 
interactions.151 
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 S. C. Manna et al. have reported a centrosymmetric dimer of Cu(II) involving 

2,5-pyridinedicarboxylato ligand viz. [Cu(HL)(2,5-PDC)]2; [where 2,5-PDC = pyridine-

2,5-dicarboxylate and HL = 2-([2-(piperazin-yl)ethylimino]methyl)phenol].152 The 

lattice water molecules along with the protonated piperazinium fragment of the complex 

are involved in N‒H···O, C‒H···O and O‒H···O hydrogen bonding interactions 

resulting in a 3D supramolecular network architecture. The cytotoxicity of [Cu(HL)(2,5-

PDC)]2 was determined by MTT [3-(4,5-dimethylthiazol-2-yl)-2,5‒diphenyltetrazolium 

bromide] assay (vide infra) against human breast (MCF7) cancer cell lines.152 The result 

reveals that the complex has a moderate anti-proliferation activity against MCF7 cells. 

Molecular docking (vide infra) of the complex (Figure 1.27) shows that it binds with 

DNA (PDB ID: 1BNA) through N‒H∙∙∙O hydrogen bonding interactions.152  

  

 

Figure 1.27 Molecular docking of [Cu(HL)(2,5-PDC)]2 with DNA, showing the 
binding sites involving (a) hydrogen bonding and (b) intermolecular interactions. 
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(a)             (b) 

Figure 1.28(a) Molecular structure and (b) the polymeric chain of [FeBr2(4-CNpy)2]n. 

 

  

(a)       (b) 

Figure 1.29(a) Part of a [MnCl2(3-CNpy)2]n polymeric chain; (b) herringbone packing 
motif of [MnCl2(3-CNpy)2]n. Hydrogen atoms omitted for clarity. 
 
 Heine et al.153 have reported a series of new polymers of type [MX2(4-CNpy)x]n 

with M = Mn, Fe, Co, Ni, Cu, and Zn; X = Cl and Br; 4-CNpy = 4-cyanopyridine and x 

= 1 and 2. In all of them, the halogen atoms bridge two metal atoms, leading to infinite 

[MX2]n chains (Figure 1.28). These 4-CNpy complexes were compared with the 

structures of the corresponding 3-CNpy counterparts. It was found that in the case of 

[MCl2(3-CNpy)2]n compounds; [where, 3-CNpy = 3-cyanopyridine and M = Mn, Fe, 

Co, Ni, Cu, Zn], the central metal ions are octahedrally coordinated by four chlorine 
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atoms and two 3-CNpy ligands, that coordinate to the central metal ion with Npy atoms 

(Figure 1.29a). In all the structures, the adjacent monomeric units are arranged in a 

herringbone packing motif assisted by the nitrile···nitrile synthons (Figure 1.29b). The 

cyano groups of neighbouring chains are orientated in the anti-parallel manner allowing 

stronger π-stacking interactions within the chain. 

   

 

Figure 1.30 AIM analysis of a large fragment of 
(C5H7N2)4[Mg(C3H2O4)2(H2O)2](ClO4)2 showing the occurrence of hydrogen-bonds, 
lone pair∙∙∙π, π-π, and anion–π interactions in its crystal packing.154 

 

 In the compound (C5H7N2)4[Mg(C3H2O4)2(H2O)2](ClO4)2 [where, C5H7N2 = 2-

aminopyridine, C3H2O4 = malonic acid, ClO4 = perchlorate], two perchlorate oxygen 

atoms are involved in anion–π contacts154 with two different neighbouring 

aminopyridinium cations. The 2-aminopyridine ring is further involved in π-stacking 

over a neighbouring 2-aminopyridine molecule in a head-to-tail arrangement. The 

QTAIM analysis of this supramolecular architecture corroborates the anion–π and lone 

pair∙∙∙π interactions with the presence of ring critical points (red) connecting the 
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aromatic rings with the anion (perchlorate oxygen atom) and lone pair electron 

(malonate oxygen atom) of adjacent monomers (Figure 1.30).154 

 Self-assembly of coordination solids has emerged as a topic of growing interest 

in biological applications.155 After the use of arene ruthenium compounds (Tocher et al.) 

as anticancer agents in 1992, transition metal complexes have gained significant interest 

in bio-chemistry.156 Therrien et al. have reported a cationic hexanuclear metalloprism 

[Ru6(p-xylene)6(tpt)2(dhbq)3]
6+ [where, dhbq = 2,5-Dihydroxy-1,4-benzoquinone; tpt = 

2,4,6-tris(pyridin-4-yl)-1,3,5-triazine]157; the role of this Ru-based coordination 

complex in anticancer activity was mainly achieved by drug delivery, where the internal 

cavities of Ru-based host involving appropriate guests show desirable anticancer 

activities (Figure 1.31).157 This host assembly exhibits trigonal prism geometry, whose 

internal cavity is capable of encapsulating guest molecules such as [(acac)2M] (M = Pd, 

Pt; acac = acetylacetonato).157 Recently, the research group of Stang and Chi reported a 

series of such assembly with various diruthenium molecular clips (acceptors) (Figure 

1.32).158 The compounds are able to induce in vivo cytotoxicity against SK-hep-1 

(liver), HeLa (cervix), HCT-15(colon), A-549 (lung), and MDA-MB-231 (breast) 

cancer cell lines.158  

 

 

Figure 1.31 Ru-based assemblies in [Ru6(p-xylene)6(tpt)2(dhbq)3]
6+ encaptulation of 

guest molecules of types M(acac)2 [where, M = Pt and PD; acac = acetylacetonato]. 
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Figure 1.32 Diruthenium molecular clips that show in vivo cytotoxicity against various 
cancer cell lines. 
 

 Gogoi et al. have reported two Ni(II) coordination solids of pyrazole and acetato 

ligands, involving nitrate and chloride counter anions, viz. 

[Ni(Hdmpz)2(CH3COO)(H2O)3]NO3·2H2O and [Ni(Hdmpz)2(CH3COO)(H2O)3]Cl 

[where, Hdmpz = 3,5-dimethylpyrazole and CH3COO = acetate].159 The supramolecular 

synthons (vide supra) of these two compounds are formed by 

[Ni(Hdmpz)2(H2O)3(CH3COO)]+ cationic moiety with the respective counter anions 

(Figure 1.33). The compounds were reported to be effective in inducing in vitro 

cytotoxic potency against Dalton’s Lymphoma malignant cancer cell lines. 

 
Figure 1.33 Supramolecular synthons formed by [Ni(Hdmpz)2(H2O)3(CH3COO)]+ with 
(a) nitrate and (b) chloride anions.159 
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1.8 Anti-cancer Activities of Transition Metal Complexes 

 In the recent years, many transition metal complexes have been designed and 

synthesized to treat a wide variety of diseases.160 Transition metal complexes have 

received remarkable emphasis in medicinal chemistry as diagnostic tools and anticancer 

agents.161 The field of inorganic medicinal chemistry involves the administration (or 

removal) of a metal ion into (or from) a biological system for either diagnostic or 

therapeutic uses.162 The property of transition metals to form positively charged ions in 

aqueous solution which can bind to negatively charged biological molecules make them 

potential candidates for the therapeutic uses.163 

 In recent years, various anticancer agents have been developed in the field of 

medicinal inorganic chemistry.164 Although metals have been used in the treatment of 

various pathological disorders throughout human history, the full impact of metal-based 

compounds in the treatment of cancer has only been fully realized since the discovery of 

cisplatin. However, dose-dependent toxicity and resistance coupled with a narrow 

spectrum of activity limits its clinical use.165 These limitations prompted the research 

for other platinum based compounds showing lower toxicity, higher selectivity and a 

broader spectrum of activities.166 This search led to the generation of the complexes 

known as carboplatin and oxaliplatin.167 

 The ability of transition metal compounds to coordinate ligands in three 

dimensional configurations provides many advantages in the development of new 

medicinal compounds over conventional carbon-based compounds. This allows the 

synthesis of desired dimensionalities of functional groups that can be tailored to a target 

molecule.168 In transition metals, the partially filled d orbitals offer interesting electronic 

properties, which can act as suitable probes for the design of anticancer agents.169 

Another important consideration in the design of coordination compounds is the 

oxidation state of a metal, since it allows participation in biological redox processes and 

plays an important role in bioavailability and optimal dose of the agent administered.170 

Furthermore, the metals can interact and coordinate to biological target molecules due 

to their ability to undergo ligand exchange reactions.171 

 MTT dye based cell viability and flourosense based apoptosis assays have been 

extensively exploited by various research groups to explore in vitro anticancer activities 

of coordination compounds. 
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1.8.1 MTT cell viability Assay 

 MTT cell viability assay is a widespread colourimetric estimation technique 

used to determine the percentage of viable/living cells present in a cell culture.172 This 

assay can easily differentiate between live and dead cells on the basis of metabolic 

activity of the cells and hence it is superior to other cell viability techniques. This assay 

is based on the conversion of the MTT dye (3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyl 

tetrazolium bromide) into purple colour formazan crystals by the living cells.173 The 

healthy mitochondria of living cells can secret NADPH (Nicotinamide Adenine 

Dinucleotide Phosphate Hydrogen) dependent oxido-reductase enzyme. This enzyme 

can convert the MTT dye to water insoluble formazan crystals which is found to be 

soluble in organic solvents like DMSO. Hence, the mitochondrial activity of the living 

cells is reflected by the conversion of the tetrazolium MTT dye into formazan crystals. 

Thus, any increase or decrease in the number of viable cells can be detected by 

measuring formazan concentration reflected in optical density (OD) using a plate reader 

at 550 or 570 nm. MTT assay is the most widely used technique174 to evaluate cytotoxic 

potential of clinical drugs, natural products and synthetic compounds for studying 

antiproliferative activity. Many research groups have recently explored this technique to 

investigate the cytotoxic potential of coordination compounds against various human 

cancer cell lines.175 Castro-Ramirez and his research group have reported the DNA 

binding and cytotoxic potency of thirteen tinidazole (tnz) based coordination 

compounds of different geometries viz. [M(tnz)2(NO3)2] [where, M = Co, Cu, Ni, Zn]; 

[M(tnz)2Cl2] [where, M = Co, Cu, Zn]; [M(tnz)2Br2] [where, M = Co, Cu, Zn, Ni]; 

[Cu(tnz)2(μ-Cl)Cl]2 and [Cu(tnz)(μ-AcO)2]2·H2O.176 

 

1.8.2 Apoptosis Assay 

The term apoptosis refers to a peculiar morphology of cell death which can be 

triggered physiologically, and it is regulated by the actions of specific gene products.177 

The general characteristics of apoptosis are distinct morphological features and 

biochemical mechanism. The various morphological changes taking place during 

apoptosis can be identified using light and electron microscope.178 In the early apoptosis 

stage, cell shrinkage and chromatin condensation in the nucleus of the cell take place 

which are clearly visible under light microscope. Cell shrinkage is characterized by 
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smaller sizes of the cells, comparatively dense cytoplasm and more tightly packed 

organelles.179 During the chromatin condensation phase, the electron-dense nuclear 

material characteristically aggregates peripherally under the nuclear membrane, 

although there can also be uniformly dense nuclei.180 The classic method of apoptosis 

quantitation in laboratory is a simple microscopic observation, using blue light 

illumination and a pair of fluorescent dyes.181 Acridine orange and ethidium bromide 

(AO/EB) dual staining method182 is usually used to explore apoptosis inducing ability of 

chemotherapeutic drugs. AO is a vital fluorescent dye which can penetrate through cell 

membrane and is capable of staining nuclear DNA by intercalation between bases of 

viable/living cells and stained green, whereas EB can only stain apoptotic/dead cells and 

appears red or orange.183
 This colourimetric representation of viable and apoptotic cells 

suggests that AO/EB double staining method is a reliable and rapid assay to explore the 

apoptosis inducing ability of the drugs under investigation. Jadeja et al. have recently 

explored the in vitro apoptosis inducing ability of four pyrazolone based mixed ligand 

Cu(II) complexes, viz. [Cu(L1)(phen)NO3], [Cu(L2)(bipy)NO3], [Cu(L2)(phen)NO3] 

and [Cu(L2)(bipy)NO3] [where, phen = 1,10-phenanthroline; bipy = 2,2́-bipyridine; L1 

= 3-methyl-5-oxo-1-phenyl-4,5-dihydro-1H-pyrazole-4-carbaldehyde; L2 = 4-(1-

naphthoyl)-3-methyl-1-(p-tolyl)-1H-pyrazol-5(4H)-one] against human lung cancer 

cells.184 Yan et al. have also explored the antiproliferative activity of a water soluble 

Zn(II) based metal-organic framework (MOF), viz. 

[Zn3(OH)2(H2tccp)2(bipy)2]·3H2O·3DMF [where, H4tccp = 2,3,5,6-tetrakis(4-

carboxyphenyl)pyrazine, bipy = 4,4́-bipyridine ] against human ovarian cancer cells.185  

 

1.8.3 Cell Cycle and Cancer 

 In the human body, most of the cells are residing in “out-of-cycle” states instead 

of cycling. Only a small portion of them are actively cycling (proliferating), which are 

located mainly in the stem-transit amplifying compartments of self-renewing tissues, 

such as bone marrow and epithelia.186 The process of replication of DNA and division 

of a cell consists of a series of coordinated events, called the “cell division cycle”. 

 The cell cycle has four sequential phases (Figure 1.34). The most important 

phases among them are the S phase (when replication of DNA occurs) and M phase 

(when the cell divides into two cells). Two intermediate phases, referred as G1 and G2 
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Figure 1.3
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phase when mitosis is about to take place.187 G0 is another intermediate phase which 

describes a situation where cells in response to high cell density or mitogen deficiency 

ly withdrawn from the cell division cycle.188 The cyclin-dependent kinase 

(CDK) family of serine/threonine kinases and their regulatory partners (the cyclins) 

regulate the progression of the cell cycle.189 G1 progression is driven by Cyclin D

CDK6 and cyclin E-CDK2 through the restriction point committing 

the cell to complete the cycle.190 Cyclin A-CDK2 initiates S phase, while cyclin B

CDK1 regulates progression through G2 and proceeds to mitosis.1

mechanisms monitor the progression through each cell cycle phase and the transition 

from one phase to the another. These are known as checkpoints, which maintain the 

92 When the sensor mechanisms detect any incomplete cell 

DNA damage), checkpoint pathways bring the signal to 

that cause the arrest of the cell cycle, until the problem is resolved.193 

34 Schematic representation of the cell cycle. 
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 The connection between cell cycle and cancer is that cell cycle controls the cell 

proliferation in human body, whereas cancer is a disease of inappropriate cell 

proliferation.194 There are fundamental alterations in the genetic control of cell division 

that occurs during the cancer growth resulting in an uncontrolled cell proliferation. 

Basically, all the types of cancers allow the existence of too many cells resulting from 

the inappropriate cell proliferation. However, this excess in cell number is linked in a 

vicious cycle, which reduces the sensitivity to signals normally telling a cell to adhere, 

differentiate or die.195 This combination of altered properties makes it difficult to 

identify the changes, which are primarily responsible for causing cancer disease. 

  

1.8.4 Molecular Mechanism of Cisplatin 

 Cisplatin is a neutral square planar coordination complex. It induces its 

characteristic biological effects by reacting with DNA, which finally results in either 

repair of the damaged DNA and cell survival or activation of their reversible apoptotis. 

However, the neutral coordination complex cisplatin interacts with DNA only after it is 

activated through a series of spontaneous aquation reactions that involve the sequential 

replacement of the cis-chloro ligands with water molecules.196 This hydrolyzed product 

is a potent electrophile, capable of reacting with any nucleophile, including the 

sulfhydryl groups on proteins and nitrogen donor atoms on nucleic acids. 

  The cytotoxicity of cisplatin is primarily due to its interaction with nucleophilic 

N7-sites of purine bases in DNA, whereby it forms DNA-protein and DNA-DNA inter-

strand and intra-strand cross links.197 This causes DNA damage in cancer cells, blocking 

the cell division and resulting in apoptotic cell death. However, strong evidence is there 

for intra-strand adducts as lesions largely responsible for the cytotoxic action.198 This is 

corroborated by the fact that 1,2-intra-strand ApG and GpG [where, “p” is a phosphate 

linking the two bases; A = adenine; G = guanine] cross links are the major forms of 

DNA adducts.199 Thus, it is well established that DNA is the critical target for cisplatin 

cytotoxicity. As illustrated in Figure 1.35, the cisplatin treatment of human cancers 

implicates several molecular mechanisms leading to apoptosis. Activation of a family of 

cysteine proteases, termed as caspases, is the key step in the initiation process of 

apoptosis.200 p53, a short lived tumour protein caspase201, plays a crucial role in the 



43 
 

Chapter 1 

General Introduction 

apoptosis process. p53 is activated by ATR (Ataxia Telangiectasia and Rad3-related 

protein; a vital sensor of reactive oxygen species) on DNA damage signal. The 

activated p53 can transactivate genes involved in cell cycle progression, DNA repair 

and apoptosis. However, various transcription factors such as activation of mitogen-

activated protein kinase (MAPK) cascade may lead to the drug resistance process.202 

The resistance of cisplatin by the cancer cells is a major complication in cancer 

chemotherapy which occurs when cancer cells do not respond to the anticancer drugs. 

Cisplatin resistance is reported to take place via several mechanisms203. As a 

consequence, to overcome the drug resistance in cancer chemotherapy, 

chemotherapeutic drugs alternative to cisplatin, viz. carboplatin204 and oxaliplatin205 

have been developed. Various approaches have been made in recent times to explore 

new coordination complexes as cancer chemotherapeutic agents.206 

 

 

Figure 1.35 An overview of the pathways involved in mediating cisplatin-induced 
cellular effects. 
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1.9 Molecular Docking  

 Computational methods and screening strategies have remarkable impact in the 

development of new pharmaceutical drugs.207 Most of the commercially available drugs 

are ligand-protein complexes, where the ligand enhances the activity of the protein to 

fight against the particular disease. Molecular docking is an important computational 

tool in the fields of medicinal biochemistry, computer-aided drug designing, 

computational structural biology and pharmacogenomics; because it can theoretically 

facilitate the probable ligand-receptor intereactions.208 One important aspect is that 

docking provides certain information which is difficult to obtain through conventional 

experimental methods. 

 In simple words, docking tries to find the best “fit” between two molecules. 

Various types of docking procedures such as protein-ligand docking, protein-protein 

docking or nucleic acid-macromolecule docking play important roles in medicinal drug 

design. If interactions between two molecules take place, docking attempts to find out 

the best orientation in which the interactions are at their maximum with minimum 

binding energy.209 In the case of a ligand-protein docking, the main objective is to 

predict the important binding pockets. This is done by searching high-dimensional 

spaces efficiently and thoroughly with the help of most effective docking softwares.  

Molecular docking provides virtual screening of drug molecules with protein 

receptors (such as BCL family proteins) and widely used for lead identification in drug 

discovery programs. Molecular docking by Molegro Virtual Docker was performed for 

transitional metal complexes of Zn(II), Co(II), Cu(II), Fe(II), Ni(II)) involving cholic 

acid ligand against Aurora A Kinase receptor.210 The result revealed that the complexes 

have potential action against Aurora A Kinase (enzyme essential for cell proliferation) 

inhibitor. The protein was retrieved from Protein Data Bank (PDB) (PDB ID: 2X6E). 

 Any molecule; be it a protein or a ligand; may undergo slight structural or 

conformational changes after it binds with another molecule. This causes slight 

difficulty in the analysis of the binding sites; which prompts the use of structure-based 

algorithms for this purpose.211 Several molecular docking algorithms are now available 

which can fit or “dock” small molecules like ligands into pockets of macromolecules 

such as proteins or sometimes DNA, with different scoring and search algorithms212, 

that can predict in an accurate and fast manner. For a given complex, these algorithms 
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in Molegro Virtual Docker (MVD) software determine all possible optimal 

conformations which are linked with a final MVD score. In addition, each of them 

calculates the energy of all the resulting conformations of each individual interaction.213 

The scoring functions (which are mathematical functions) assign a value based on the 

strength of the interactions between the two docked molecules. Each docked 

conformation is then scored for best fit.214 Docking score only determines the best 

conformations for further research or for the purpose of developing a new drug.215  

 

1.10 Pharmacophore Modelling 

 Pharmacophore modelling is a very successful and diverse subfield of computer-

aided drug design (CADD) developed by Paul Ehrlich in the early 1900s.216 At that 

time, it was understood that certain “chemical groups” or functions in a molecule were 

responsible for a particular biological effect, and that the molecules with similar effect 

had similar function in common. In 1960, Schueler coined the word pharmacophore in 

his book “Chemobiodynamics and Drug Design” as “a molecular framework that 

carries the essential features responsible for a drug’s (pharmacon) biological 

activity”.217  

 The International Union of Pure and Applied Chemistry (IUPAC), in 1997, 

defined pharmacophore as “the ensemble of steric and electronic features that is 

necessary to ensure the optimal supramolecular interactions with a specific biological 

target and to trigger (or block) its biological response”.218 A pharmacophore, thus, does 

not represent a real molecule or a set of chemical groups, rather it represents the largest 

common denominator of the molecular interaction features shared by a set of active 

molecules. 

 A pharmacophore model consists of a few characteristics organized in a specific 

3D pattern.219 Each feature is generally represented as a sphere (although variants exist), 

where the radius determines the tolerance on the deviation from the exact position 

(Figure 1.36).  

 Typical pharmacophore features include hydrophobic centroids, aromatic rings, 

hydrogen bond acceptors or donors, cations and anions.220 These pharmacophore 

features may be located on the ligands themselves and responsible for their biological 

activities. It has been well established that pharmacophore features such as hydrophobic 
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centroids and aromatic rings play crucial roles in biological activities, as various drugs 

or complexes have been reported to bind with target biomolecules via aromatic π-

stacking interactions.221 As a consequence, coordination complexes involving ligands 

with extended aromatic rings may exhibit excellent biological activities due to their 

hydrophobic nature.222 

 

 

Figure 1.36 Model representing the pharmacophore features. 

 

1.11 Aims and Objectives of the Present Thesis 

 In the present thesis work, we aim to design and synthesize supramolecular 

network architectures of transition metal coordination compounds having potentially 

important properties and applications. For this purpose, different first row transition 

metals including Mn, Co, Ni, Cu and Zn were used in combination with some multi-

donor organic ligands (2,5-pyridinedicarboxylate, 2,6-pyridinedicarboxylate etc.) and 

N- donor ligands (3-cyanopyridine, 4-cyanopyridine, pyridine etc.).  

After the synthesis of the coordination complexes, we aimed to characterize 

them by using various analytical, FT-IR and electronic spectroscopic techniques, 

thermogravimetric analyses, powder and single crystal X-ray diffraction techniques. We 

aim to grow suitable single crystals of representative compounds by the slow 

evaporation of the mother liquor to determine their crystal structures by single crystal 

X-ray diffraction. We also aim to explore the detailed X-ray structural analysis of the 

compounds to visualize the role of various non-covalent interactions in the stabilization 
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of supramolecular assemblies. Computational tools such as density functional theory 

(DFT), quantum theory of atoms in molecules (QTAIM), molecular electrostatic 

potential (MEP) surface analysis, non-covalent index (NCI) plot and symmetry-adapted 

perturbation theory (SAPT) shall be employed to study the various non-covalent 

interactions observed in the crystal structures of a few compounds.  

We would also try to carry out antiproliferative activities of a few synthesized 

complexes against Dalton’s Lymphoma (DL) malignant cancer cell line by using MTT 

cell viability and apoptosis assays. We shall also compare the cell viabilty results of the 

cancer cells with reference drug cisplatin. To further understand the possible mode of 

antiproliferative action of the compounds, we shall perform molecular docking study 

with some anti-apoptotic proteins. Our aim is also carryout pharmacophore study to 

identify the structure activity relationships (SAR) and the important pharmacophore 

features of the structures of the compounds responsible for the biological activities. 
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